Empirically evaluating Greedy-based test suite reduction methods at different levels of test suite complexity
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ABSTRACT

Test suite reduction is an important approach that decreases the cost of regression testing. A test suite reduction technique operates based on the relationship between the test cases in the regression test suite and the test requirements in the program under test. Thus, its effectiveness should be closely related to the complexity of a regression test suite – the product of the number of test cases and the number of test requirements. Our previous work has shown that cost-aware techniques (i.e., the test suite reduction techniques that aim to decrease the regression test suite’s execution cost) generally outperform the others in terms of decreasing the cost of running the regression test suite. However, the previous empirical studies that evaluated cost-aware techniques did not take into account test suite complexity. That is, prior experiments do not reveal if the cost-aware techniques scale and work effectively on test suites with more test cases and more test requirements. This means that prior experiments do not appropriately shed light on how well test suite reduction methods work with large programs or test suites. Therefore, this paper focuses on the Greedy-based techniques and empirically evaluates the additional Greedy and two cost-aware Greedy techniques – at different levels of test suite complexity – from various standpoints including the cost taken to run the regression test suite, the time taken to reduce the test suites, the total regression testing costs, the fault detection capability, the fault detection efficiency, and the common rates of the representative sets. To the best of our knowledge, none of the previous empirical studies classify a considerable number of test suites according to their complexity. Nor do any prior experiments evaluate the test suite reduction techniques, in terms of the aforementioned criteria, at different levels of test suite complexity. This paper represents the first such attempt to carry out this important task. Based on the empirical results, we confirm the strengths and weaknesses of the cost-aware techniques and develop insights into how the cost-aware techniques’ effectiveness varies as the test suite complexity increases.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

In many software development processes, the software developers may incrementally deliver or refine the functionality of a software system to satisfy the customers’ needs. Regression testing [1,2] is an important activity that helps to maintain the quality of the modified software system. Each time the software developers change the system, they may also add some
new test cases to the regression test suite. As a result, the regression test suite's size may increase gradually, thus often causing some test requirements to be exercised by more than one test case. Thus, decreasing the execution cost of regression testing is important for practical software development processes, particularly when considerable amounts of testing have to be finished in a tight build schedule. We consider the IBM middleware product that was reported in [3] as an illustrative example of adopting a time constraint during testing. In this system, it takes more than four hours to execute all of the test cases in the test suite, but the time allocated to perform the typical smoke test scenario after each code commitment is only about an hour or less. This example is a clear case in point of forcing the test team to reduce the size and execution time of the test suite.

To decrease the execution cost of regression testing, software developers can apply test suite reduction techniques, like the automated methods evaluated in this paper, to produce a reduced test suite that still shows good test effectiveness. The test suite reduction problem can be defined as follows [4–7].

**Given:**
- \( T = \{t_1, t_2, \ldots, t_n\} \) representing a set of the test cases in the original test suite, where \( n = |T| \);
- \( R = \{r_1, r_2, \ldots, r_m\} \) representing a set of test requirements in which each test requirement must be satisfied by at least one of the test cases in \( T \), where \( m = |R| \);
- \( S = \{(t, r) | \text{the test case } t \text{ satisfies the test requirement } r, \ t \in T \text{ and } r \in R\} \) representing the binary relation between \( T \) and \( R \).

**Objective:**
- Find a subset of the test suite \( T \), denoted by a representative set \( RS \), to satisfy all of the test requirements satisfied by \( T \).

There may be many factors that could influence the complexity of a test suite, such as the number of test cases in the test suite, the number of test requirements in the program under test, the execution path of each test case, the type of code coverage that is considered by each test case, the third-party software integration, the operations involved in running each test case, the similarity between test cases in a test suite, and the effect of input/output operations (i.e., the effect caused by transferring data between a computer and a peripheral device). Yet, according to the aforementioned definition, the test suite reduction techniques operate based on the relationship between the test cases in the regression test suite and the test requirements in the program under test (i.e., the binary relation between \( T \) and \( R \)). Thus, this paper focuses the complexity of a test suite on two factors: the number of test cases in the test suite and the number of test requirements in the program under test. To the best of our knowledge, only Zhong et al. [8] defined the complexity of a test suite and their definition also focused on these two factors. Similar to Zhong et al.'s definition [8], we define the complexity of a test suite \( T \) as

\[
\text{Complexity}(T) = m \times n,
\]

where \( n \) is the number of test cases in \( T \), and \( m \) is the number of test requirements satisfied by \( T \). In addition to test suite reduction techniques, other regression testing techniques (e.g., test case prioritization techniques [9] and test case selection techniques [10]) also operate based on the relationship between \( T \) and \( R \). The effectiveness of these techniques should also be closely related to the complexity of a regression test suite.

Because real programs are large and complex by nature [11,12], the complexity of real test suites is unavoidably high. Thus, it is important to evaluate these techniques' capability to scale with the complexity of the test suites. In the literature, several empirical studies (e.g., [6,13–19]) classify the test suites according to their size (i.e., the number of test cases) and, at different levels of test suite size, evaluate the regression testing techniques' effectiveness. Most of the aforementioned empirical studies [6,13,15–19] focus on the test suite reduction problem and indicate that the results of comparisons may not be consistent at different levels of test suite size. Yet, in these prior empirical studies, test suites are classified according to size, not complexity. Although [8] evaluates the test suite reduction techniques' effectiveness using several test suites of different complexities, only a few test suites were used in the empirical study. More specifically, the number of test suites used for each subject program in [8] ranges from only 5 to 12.

Moreover, although test cases' execution time is generally one of the critical factors in software testing [20], the empirical studies in [6,8,13,15–19] ignore the effect on the regression testing process caused by the individual execution costs of the test cases. To the best of our knowledge, most of the existing regression techniques, including the Additional Greedy algorithm, ignore the significant differences in the execution costs of the tests. Actually, the difference in the execution cost of the tests is usually significant and, in some situations, it may take a lot of execution time to run a test suite consisting of a few long-running test cases [5]. In other words, most of the existing reduction techniques aim to decrease the regression test suite's size instead of the regression test suite's execution cost. Thus, Smith and Kaphammer [21] and Lin et al. [5,22] presented cost-aware test suite reduction techniques that aim to decrease the regression test suite's execution cost. In addition to the work described in [5,21,22], several test suite reduction techniques [23–25] also take into account the execution cost of test cases. However, these techniques try to strike a balance between the execution cost and the other testing objectives; their focused studies are not similar to those described in [5,21,22]. Thus, in order to control the scope
and focus of both this exposition and the empirical study, this paper only focuses on the techniques that aim to decrease the regression test suite's size or execution cost and excludes the techniques presented in [23–25].

Actually, in addition to the time taken to run the test cases, the total regression testing costs also include the time taken to produce the representative set of test cases. According to our initial observations in [22], in comparison with the others, the cost-aware techniques generally achieve lower execution costs for the regression test suite but take more time to perform the reduction tasks. However, the comparisons were conducted using the generated test suites that were not classified according to test suites’ complexity. Thus, the current observations from [5,21] and [22] neither evaluate the cost-aware techniques' scalability (i.e., their capability to scale with the complexity of the original test suites) nor confirm if their effectiveness is generally satisfactory at different levels of test suites’ complexity. In other words, prior experiments do not reveal if the cost-aware techniques scale and work effectively on test suites with more test cases and more test requirements. This means that prior experiments do not appropriately shed light on how well test suite reduction methods work with large programs and test suites.

In addition to scalability and cost reduction capability, the total regression testing cost, the fault detection capability, the fault detection efficiency (i.e., the number of fault detections per unit of cost), and the feasibility of conducting test suite reduction are also attractive considerations for realistically evaluating a test suite reduction technique. The effects on these measures as the complexity of the test suites grows are also worth discussing. Thus, this paper's experiment generates many test suites based on ten subject programs and the test cases collected from the Software-artifact Infrastructure Repository (SIR) [26]; next it divides the generated original test suites into five classes according to their complexity. This paper also presents seven research questions. It then replies to these questions by empirically analyzing the aforementioned measures associated with the two cost-aware algorithms [5,21,22] and the Additional Greedy algorithm [27], always considering each level of test suite complexity.

To the best of our knowledge, none of the previous studies have looked at test suite complexity in the way that we did and followed our strategy for dividing the generated test suites. According to the empirical results, we find that (1) the total regression testing costs achieved by the two cost-aware algorithms are generally lower than those produced by the Additional Greedy algorithm; (2) the representative sets produced by the cost-aware technique presented in [22] generally have better fault detection efficiency (i.e., the greatest number of faults revealed per unit of regression test cost) than the others; (3) scalability should be a relatively minor consideration for choosing test suite reduction techniques; (4) considering the techniques compared in our study, the rankings in terms of various criteria do not significantly change as the level of test suite complexity varies; (5) the benefits of adopting the two cost-aware techniques increase as the test suite complexity grows. Please note that, without investigating test suite complexity, the prior empirical results might be misleading, and these aforementioned findings were not reported in the literature. Before this paper, it was an open question as to whether or not existing methods could reduce complex test suites. This paper provides the first evidence to suggest that they can indeed be efficiently and effectively applied to complex test suites. As such, our empirical study is different from and more comprehensive than those conducted in the past. In addition, our empirical results provide insights into how software developers should choose a suitable test suite reduction technique according to the situations that they are facing.

The reminder of this paper is organized as follows. Section 2 reviews three test suite reduction techniques that are empirically compared in this paper’s study. Section 3 describes the experimental setup and the details of the data that are used in the empirical study. Also, this section presents and replies to seven research questions. Section 4 presents the threats to the validity of our empirical studies. Finally, Section 5 furnishes some concluding remarks and our future work.

2. Regression testing background

This section will briefly review the three test suite reduction techniques that are empirically compared in this paper.

2.1. Additional Greedy algorithm

The Additional Greedy algorithm [27] is a well-known method for addressing the set-covering problem. In the remainder of this paper, it is called Greedy for simplification. This algorithm has also been used to find the near-optimal solution to the test suite reduction problem [28,29]. It repetitively moves the test case that covers the most unsatisfied test requirements from the original test suite set \( T \) to the representative set \( R \) until all of the test requirements are satisfied. In other words, Greedy evaluates the test cases using

\[
\text{Coverage}(t) = |R_t|,
\]

where \( R_t \) represents the set of unsatisfied test requirements that are covered by \( t \), and attempts to repetitively choose the test case with the maximum \( \text{Coverage}(t) \) in order to obtain the near-optimal solution from the locally optimal solutions. The worst-case time complexity of Greedy is \( O(m \cdot n \cdot \min(m, n)) \). Fig. 1 shows the pseudo code of Greedy.

1 The reasons for choosing five levels will be described in Section 3.1.
2.2. Cost-aware Greedy algorithm associated with the Ratio metric

In comparison with the size of a test suite, the cost taken to run a test suite may be a more important metric to judge the efficiency of regression testing. Thus, instead of focusing on the increase in code coverage, Smith and Kapfhammer [21] evaluated the test cases using

\[
\text{Ratio}(t) = \frac{\text{Coverage}(t)}{\text{Cost}(t)},
\]

where \(\text{Cost}(t)\) represents the cost of running the test case \(t\) and \(\text{Coverage}(t)\) represents the number of test requirements that are satisfied by \(t\). A high value of \(\text{Ratio}(t)\) indicates that \(t\) is expected to be a cost-effective test case; in contrast, a low value of \(\text{Ratio}(t)\) may imply that \(t\) is expected to be less desirable.

Based on the framework of Greedy, Smith and Kapfhammer presented a cost-aware technique, called Greedy\textsubscript{Ratio} hereafter, that repeatedly chooses the test case with the maximum \(\text{Ratio}(t)\) until all of the test requirements are satisfied. That is, Greedy\textsubscript{Ratio} chooses the test case that achieves the most coverage increase per unit of cost consumption. The worst-case time complexity of Greedy\textsubscript{Ratio} is \(O(m \cdot n \cdot \min(m, n))\). Replacing \(\text{Coverage}(t)\) in Fig. 1 by \(\text{Ratio}(t)\), we can obtain the pseudo code of Greedy\textsubscript{Ratio}.

2.3. Cost-aware Greedy algorithm associated with the Elrreplaceability metric

If the test requirement \(r\) that is satisfied by the test case \(t\) can also be satisfied by many other test cases, it is highly possible that \(r\) can still be satisfied although \(t\) is excluded from the representative set. In this case, Lin et al. [5,22] posited that \(t\) has a higher “replaceability” with respect to \(r\). According to the empirical results in our previous work [5,22], Lin et al. had the following two observations:

1. A representative set may not have the lowest execution cost if it contains test cases with high replaceability.
2. Because the metric Ratio only takes into account the code coverage and execution cost of each test case, Greedy\textsubscript{Ratio} may include many test cases with high replaceability in the representative set.

In contrast to replaceability, a high value of irreplaceability means that it is not easy to find other test cases to replace \(t\). Additionally, a test can be called the essential test case for a test requirement if this test requirement only can be satisfied by it [29]. Lin et al. [22] also considered the effect of essential test cases during test suite reduction. Given that \(r_s\) represents the \(s\)-th test requirement in \(R\), they evaluated the irreplaceability of a test case using

\[
\text{Elrreplaceability}(t) = \begin{cases} 
\infty, & \text{if } 1 \leq s \leq m, \text{ } r_s \text{ can be satisfied by } t \text{ only} \\
\sum_{r=1}^{m} \frac{\text{Contribution}(t, r_s)}{\text{Cost}(t)}, & \text{otherwise},
\end{cases}
\]

where

\[
\text{Contribution}(t, r_s) = \begin{cases} 
0, & \text{if } t \text{ cannot satisfy } r_s \\
\frac{1}{\text{the number of test cases that satisfy } r_s}, & \text{if } t \text{ satisfies } r_s.
\end{cases}
\]

Lin et al. [22] presented a cost-aware test suite reduction technique, called Greedy\textsubscript{Elrreplaceability}, that repeatedly chooses the test case with the maximum \(\text{Elrreplaceability}(t)\), as defined in Eq. (4), until all of the test requirements are satisfied. The
Table 1
The worst-case time complexities for the algorithms that are compared in this study.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Worst-case time complexity</th>
<th>Description of the factors in the expressions of time complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy</td>
<td>(O(m \times n \times \min(m, n)))</td>
<td>(n): the number of test cases in the original test suite;</td>
</tr>
<tr>
<td>GreedyRatio</td>
<td>(O(m \times n \times \min(m, n)))</td>
<td>(m): the number of test requirements in the program under test;</td>
</tr>
<tr>
<td>GreedyEIrreplaceability</td>
<td>(O(m \times n \times \min(m, n) \times k))</td>
<td>(k): the maximum number of test requirements that can be satisfied by a single test case.</td>
</tr>
</tbody>
</table>

The worst-case time complexity of GreedyEIrreplaceability is \(O(m \cdot n \cdot \min(m, n) \cdot k)\), where \(k\) is the maximum number of test requirements that can be satisfied by a single test case. It should be noted that the value of EIrreplaceability\((t)\) for an essential test case is infinite. Similar to the pseudo code of GreedyRatio, if we replace Coverage\((t)\) in Fig. 1 by EIrreplaceability\((t)\), we can obtain the pseudo code of GreedyEIrreplaceability.

2.4. Preliminary comparisons on the time complexity of the algorithms

Table 1 summarizes the worst-case time complexities of the algorithms that were reviewed in Sections 2.1 through 2.3. According to the table, we have two observations:

1. Both the number of test cases in the original test suite and the number of test requirements in the program under test are common factors in the expressions of the three algorithms’ time complexities.
2. The worst-case time complexities of Greedy and GreedyRatio are identical and they are lower than that of GreedyEIrreplaceability.

Observation (1) confirms that it is suitable for this paper to focus its definition of test suite complexity on these two factors. Additionally, Observation (2) is consistent with our initial observations in [22]. That is, in comparison with Greedy, the cost-aware Greedy algorithms, especially GreedyEIrreplaceability, generally achieve lower regression test suite execution cost but take more time to perform the tasks. Because the empirical studies in [22] do not take in account the complexities of the adopted test suites, these two observations confirm that it is worthwhile for this paper to evaluate the effectiveness of Greedy, GreedyRatio, and GreedyEIrreplaceability at different levels of test suite complexity.

3. Empirical studies

As mentioned in Section 1, the comparisons in the previous empirical studies are not sufficiently diverse and do not evaluate the effectiveness of the cost-aware techniques in terms of various criteria at different levels of test suite complexity. We judge that it is important and interesting to analyze whether the cost-aware techniques generally perform well at different levels of test suite complexity. These results may help practicing software developers understand if the cost-aware techniques scale and work effectively on test suites with more test cases or more test requirements. Thus, this section answers seven research questions by comparing Greedy, GreedyRatio, and GreedyEIrreplaceability, at different levels of test suite complexity, from various standpoints. Section 3.1 briefly describes the SIR subject programs, the benchmarks that we adopted to compare the three test suite reduction techniques, and explains the experimental setup. Section 3.2 describes seven research questions and the metrics used for the comparisons. Section 3.3 answers the seven research questions based on the experimental data. From the standpoint of the criteria adopted to evaluate the techniques and the way used to classify test suites, Section 3.4 compares our empirical studies with those described in the literature.

3.1. Benchmark description and experimental setup

Our empirical studies focused on the SIR subject programs, including the suite of the seven Siemens programs [6,30], the space program [31], the gzip program [32], and the ant program [33–35]. The seven Siemens programs were assembled at Siemens Corporate Research for experiments with control-flow and data-flow test adequacy criteria [30] and each program is associated with several single fault versions. That is, each faulty version was seeded with only one fault. Considering the six different categories of seeded faults, please refer to [36] for more details; the space program was developed for the European Space Agency [31] and each of the associated faulty versions contains a single fault that was revealed during the program’s development; the gzip program is the real-world Unix utility that was obtained from the GNU site [32, 37]. The gzip program has five sequential, previously-released versions that can be used for our empirical studies. Among those versions, we choose the version that includes the most test requirements (i.e., the 5th version); the ant program is a Java-based build tool that was supplied by the Apache project [33]. The ant program has eight sequential versions. In a similar manner, we choose the 7th version of ant because this version includes more test requirements than the others. Each of the selected sequential versions of the gzip and ant programs contains more than one seeded fault. In the remainder of this paper, we do not highlight the sequential versions of gzip and ant that are adopted in our empirical studies for simplification. Table 2 summarizes the detailed descriptions of the adopted SIR programs and test suites.

In order to determine the execution time taken by running each test case, we individually executed the test cases 1000 times on both Windows (Windows 7 SP1) and Linux (Ubuntu 10.10) workstations with Intel Core Duo processors...
Table 2
The SIR subject programs and test suites.

| Programs | $\text{loc}^1$ | $|R|^2$ | $|A|^3$ | Num. of faults$^4$ | Description |
|----------|---------------|---------|---------|-------------------|-------------|
| printtokens | 402           | 140     | 4,130   | 7                 | A lexical analyzer |
| printtokens2 | 483           | 138     | 4,115   | 10                | A lexical analyzer |
| replace    | 516           | 126     | 5,542   | 32                | A program used for pattern replacement |
| schedule   | 299           | 46      | 2,650   | 9                 | A program used for priority scheduler |
| schedule2  | 297           | 72      | 2,710   | 10                | A program used for priority scheduler |
| tcs        | 148           | 16      | 1,608   | 41                | A program used for altitude separation |
| totnfo     | 346           | 44      | 1,052   | 23                | A program used for information measure |
| space      | 6,218         | 1,067   | 13,585  | 38                | An array definition language interpreter developed for the European Space Agency |
| gzip       | 7,997         | 1,923   | 2,650   | 9                 | A UNIX utility program that was designed for compression |
| ant        | 38,491        | 7,282   | 674     | 6                 | A Java-based build tool that was supplied by the Apache project |

1 $\text{loc}$: The lines of code in the subject program.
2 $|R|$: The number of test requirements (i.e., the number of branches) in the subject program.
3 $|A|$: The size of pool of tests designed for the subject program. It should be noted that the test cases of ant are method-level.
4 Considering the Siemens programs and the space program, each program has several faulty versions and each of the associated faulty versions contains a single fault that was seeded for experiments or was revealed during the program’s development. On the other hand, each of the selected versions for the gzip and ant programs contains more than one seed fault, but some of the faults in gzip cannot be revealed by the test cases that were provided by SIR.

and 2 GB memory, and took the average across the runs for both workstations. Additionally, we also recorded the test requirements that are satisfied by each test case. Notice that the test requirements adopted in this empirical study are branches because branch coverage [38] is a common criterion used in many code coverage tools (e.g., EvoSuite that was cited in [39], Cobertura and CodeCover that were cited in [40], JaCoCo that was cited in [41], and EclEmma that was cited in [42]) and relevant empirical studies (e.g., [4, 6, 14, 22]). Thus, we judge that it is a good option for this paper’s experiments.

The experiment followed an empirical setup that is similar to the one adopted in [4, 6] and [43]. Fig. 2 furnishes the pseudo code used to generate the experimental test suite for each SIR subject program. The detailed steps are described as follows:

Step 1. Randomly generate an integer $v$, $1 \leq v \leq 0.01 \times \text{loc}$, where $\text{loc}$ represents the number of lines of code in the subject program;

Step 2. Generate the original test suite $T$ by randomly choosing $v$ test cases from the test pool for each subject program;

Step 3. Randomly pick one more test case that can satisfy at least one unsatisfied test requirement and include that test case in $T$ if the tests in $T$ cannot satisfy all of the test requirements;

Step 4. Repeat Step 3 until all test requirements are satisfied.

In Fig. 2, the operation shown on Line 9 is implemented to realize Step 1, those shown on Lines 10–16 are implemented to accomplish Step 2, and those shown on Lines 17–26 are implemented to achieve Steps 3–4. Please notice that selecting an arbitrary $v$ from the range in Steps 1–2 is done to generate test suites of different sizes so that the diversities of the studied situations will be more satisfactory. On the other hand, Steps 3–4 are given in order to satisfy the branch adequacy criterion (i.e., each branch in the subject program will be executed by at least one test case in the generated test suite).

The experiment generates 1000 test suites for each subject program by following the aforementioned steps and divides the 1000 generated test suites into five classes (i.e., $L_1$, $L_2$, $L_3$, $L_4$, and $L_5$) according to the test suites’ complexity. The reasons for choosing five levels include: (1) If we choose too few levels (i.e., 2 to 4), it is difficult to observe the trend from various analyses; (2) If we choose more levels, it will be difficult to clearly present the data in the figures (i.e., there will be too many bars in the figures). Additionally, because the interval of each level should be equal, choosing too many levels will make it difficult to ensure that the numbers of test cases in all of the levels are close. If there are significant differences in the number of test cases among different levels, the comparisons on the averages of different levels may be less convincing. Choosing five levels allowed us to effectively address these considerations.

For each subject program, we implemented the pseudo code described in Fig. 3 to carry out the classification of the 1000 generated test cases. The operation shown on Line 18 of Fig. 3 is given to ensure that MaxComp is a multiple of a round integer so that the representation of complexity level looks concise. The value for the parameter Round is roughly defined according to the scale of MaxComp. In our experiments, we set Round to 100 (i.e., 0.1 K) for the Siemens programs, 1,000,000 (i.e., 1 M) for space, 10,000 (i.e., 10 K) for gzip, and 200,000 (i.e., 0.2 M) for ant. Notice that the complexity level $L_1$ will be empty if the complexities for all of the generated test suites are higher than MaxComp/5. Thus, the operations shown on

---

2 We did not make the complexity adhere to a log scale because we cannot easily divide the complexity in terms of log scale into several levels of equal intervals. For example, by not using log scale, we can easily divide the complexity ranging from 1 to 100000 into five levels of equal intervals, i.e., [1, 20000), [20001, 40000), [40001, 60000), [60001, 80000), and [80001, 100000]. Although we cannot ensure that the numbers of test cases in different levels are equal, there are still a lot of test cases in each level so that the measures for each level are convincing. However, if the log-scale complexity ranges from 0 to 5 (i.e., ranges from $\log_{10}(1)$ to $\log_{10}(100000)$), while we can easily divide it into five levels of equal intervals, the number of test cases in different levels are significantly different and thus we cannot ensure that there are sufficient test cases in each level. As such, we did not formulate the complexity level in terms of a log scale.

Fig. 2. Pseudo code for the test suite generator.

Lines 18–21, 24, 26, 28, and 30 are given to avoid this situation. Table 3 shows the statistics extracted from the generated original test suites at different levels of complexity. For the original test suites at each complexity level, we reduced the test suites by using the three techniques that are compared in this study and took the averages of the collected information.

Please note that this paper exclusively focused on the programs and test pools collected from SIR due to the following three reasons. First, they are frequently chosen benchmarks for evaluating test suite reduction methods. For example, the empirical studies that are described in [6,14,33–36,44–48] also adopted the SIR programs. This will make our experimental results broadly comparable to those in prior work. Second, they clearly exhibit variability in the cost of the test cases according to the analyses in [22]. This is an important feature for evaluating the effectiveness of the test suite reduction techniques that take into account the differences in execution time among test cases. Thus, the selected SIR programs and the associated test pools should be a good starting point for our empirical studies. Section 5 notes that, in future work, we will conduct experiments with additional programs and test suites.

3.2. Research questions

Our empirical studies are designed to answer the following seven research questions.

- **Research Question 1 (RQ1) — What is the effect on the cost reduction capability of the three techniques as the level of test suite complexity varies?**

  The cost taken to run the representative set is a valid measure for evaluating the cost reduction capability of a test suite reduction technique. For RS, we calculate the execution cost of the representative set (ECRS) by using [49]

  \[
  ECRS(RS) = \sum_{t \in RS} Cost(t),
  \]

  where \(Cost(t)\) represents the time taken to run the test case \(t\). The lower the ECRS value is, the more satisfactory the cost reduction capability is. ECRS should be one of the key criteria for evaluating test suite reduction techniques because regression testing generally has to be finished in a tight build schedule. We will answer this research question by comparing the three techniques in terms of ECRS at different levels of test suite complexity.

- **Research Question 2 (RQ2) — Are the three techniques’ scalability (i.e., the capability to scale with the complexity of the original test suites) close to each other?**
Scalability is considered as one of the important problems for software engineering research and development [3,50,51]. This applies to test suite reduction work just as much as it does to other aspects of software engineering, such as software requirement analysis [52], software visualization [53], software maintenance [54], reverse engineering [55], selective mutative testing [56], and static analysis [57]. Scalability analysis with respect to test suite reduction may be intuitively connected with the time taken to perform a task. Thus, in addition to the cost taken to run the representative set, the time taken to produce the representative set (TPRS) should also be an important measure for evaluating reduction techniques. In order to answer this research question, we let TPRS(RS) represent the time taken to produce the representative set RS (i.e., the time taken to perform a test suite reduction technique). We will evaluate the scalability of reduction techniques by analyzing whether their values of TPRS(RS) are still acceptable as the levels of test suite complexity grow.

- **Research Question 3 (RQ3)** – What is the effect on the total regression testing cost achieved by the three techniques as the level of test suite complexity varies?

As mentioned in Section 1, the total regression testing costs (TRTC) include ECRS and TPRS. That is, the TRTC of the representative set RS is defined as

\[
TRTC(RS) = ECRS(RS) + TPRS(RS).
\] (7)

We will reply to this research question by analyzing and comparing the TRTC values of the three techniques at different levels of test suite complexity.

- **Research Question 4 (RQ4)** – Can the improvements in the time taken to run the representative sets of test cases achieved by the three techniques still compensate for the penalties of producing the representative sets as the levels of test suite complexity grow?
Table 3
The statistics for the generated original test suites at different levels of test suite complexity.1

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5.8 K</td>
<td>26.21</td>
<td>1395909</td>
<td>3.44</td>
<td>2.63 × 10−5</td>
</tr>
<tr>
<td>5.8 K–11.6 K</td>
<td>62.84</td>
<td>3248158</td>
<td>4.30</td>
<td>1.36 × 10−5</td>
</tr>
<tr>
<td>11.6 K–17.4 K</td>
<td>103.28</td>
<td>5336796</td>
<td>4.99</td>
<td>9.44 × 10−7</td>
</tr>
<tr>
<td>17.4 K–23.2 K</td>
<td>144.49</td>
<td>7443717</td>
<td>5.12</td>
<td>6.91 × 10−7</td>
</tr>
<tr>
<td>23.2 K–29.0 K</td>
<td>178.57</td>
<td>9165315</td>
<td>5.71</td>
<td>6.23 × 10−7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–120 K</td>
<td>5.37</td>
<td>23266</td>
<td>1.43</td>
<td>3.14 × 10−3</td>
</tr>
<tr>
<td>120 K–150 K</td>
<td>8.44</td>
<td>46930</td>
<td>1.88</td>
<td>9.90 × 10−4</td>
</tr>
<tr>
<td>150 K–180 K</td>
<td>11.52</td>
<td>77215</td>
<td>2.39</td>
<td>1.45 × 10−4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.4 K–10.5 K</td>
<td>130.51</td>
<td>8060580</td>
<td>6.35</td>
<td>7.89 × 10−7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–2.1 K</td>
<td>18.42</td>
<td>1156227</td>
<td>2.62</td>
<td>2.61 × 10−5</td>
</tr>
<tr>
<td>2.1 K–4.2 K</td>
<td>44.51</td>
<td>2766730</td>
<td>4.23</td>
<td>1.55 × 10−5</td>
</tr>
<tr>
<td>4.2 K–6.3 K</td>
<td>73.93</td>
<td>4571786</td>
<td>5.19</td>
<td>1.15 × 10−5</td>
</tr>
<tr>
<td>6.3 K–8.4 K</td>
<td>102.04</td>
<td>6327875</td>
<td>6.07</td>
<td>9.68 × 10−7</td>
</tr>
<tr>
<td>8.4 K–10.5 K</td>
<td>130.51</td>
<td>8060580</td>
<td>6.35</td>
<td>7.89 × 10−7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1.6 K</td>
<td>10.79</td>
<td>970630</td>
<td>9.74</td>
<td>1.78 × 10−5</td>
</tr>
<tr>
<td>1.6 K–3.2 K</td>
<td>27.30</td>
<td>2634726</td>
<td>15.60</td>
<td>7.40 × 10−6</td>
</tr>
<tr>
<td>3.2 K–4.8 K</td>
<td>47.67</td>
<td>4413865</td>
<td>21.15</td>
<td>4.63 × 10−6</td>
</tr>
<tr>
<td>4.8 K–6.4 K</td>
<td>65.06</td>
<td>6240201</td>
<td>23.66</td>
<td>3.41 × 10−6</td>
</tr>
<tr>
<td>6.4 K–8.0 K</td>
<td>77.85</td>
<td>7721254</td>
<td>25.92</td>
<td>2.74 × 10−6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Complexity level</th>
<th>Suite size</th>
<th>Suite cost</th>
<th>Faults</th>
<th>Faults/Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 K–60 K</td>
<td>29.01</td>
<td>2.71 × 10^8</td>
<td>4.57</td>
<td>1.71 × 10^8</td>
</tr>
<tr>
<td>60 K–90 K</td>
<td>38.82</td>
<td>3.34 × 10^8</td>
<td>4.65</td>
<td>1.43 × 10^8</td>
</tr>
<tr>
<td>90 K–120 K</td>
<td>54.26</td>
<td>4.31 × 10^8</td>
<td>4.70</td>
<td>1.12 × 10^9</td>
</tr>
<tr>
<td>120 K–150 K</td>
<td>70.76</td>
<td>5.40 × 10^8</td>
<td>4.79</td>
<td>9.10 × 10^9</td>
</tr>
<tr>
<td>150 K–180 K</td>
<td>84.25</td>
<td>6.25 × 10^8</td>
<td>4.81</td>
<td>7.84 × 10^9</td>
</tr>
</tbody>
</table>

1 Each value in this table indicates the average across all of the generated original test suites at each complexity level.
2 Indicates the average number of test cases in the original test suite.
3 Indicates the average cost (microsecond, μs) taken to run the test cases in the original test suite.
4 Indicates the average number of faults that can be revealed by the test cases in the original test suite.
5 Indicates the average number of faults that can be revealed per unit of regression test cost in the original test suite.

While the cost-aware techniques are effective at minimizing ECRS, the algorithms adopted by them take more computational time than Greedy and may result in higher TPRS values. Thus, it is necessary to analyze whether the improved TRTC (i.e., the sum of ECRS and TPRS) is lower than the time taken to perform regression test using the original test suite. In order to answer this research question, we will compare the three techniques’ TRTC values with the time taken to run the original test suite at different levels of test suite complexity.

- Research Question 5 (RQ5) – What is the effect on the number of revealed faults achieved by the three techniques as the level of test suite complexity varies?

While test suite reduction decreases ECRS, it may also decrease the number of revealed faults (NRF) in this round of regression testing. We let NRF(RS) represent the number of faults revealed by the test cases in RS. It is noted that some test cases in a test suite may reveal the same faults, but a fault revealed by more than one test case is counted only once.
A higher value of NRF represents that the fault detection loss caused by the reduction technique is less significant. We will reply to this research question in terms of the NRF metric.

- **Research Question 6 (RQ6)** – What is the effect on the fault detection efficiency for the three techniques as the level of test suite complexity varies?

  Since both cost and fault detection are important considerations for regression testing, our empirical studies will also evaluate the fault detection efficiency using the number of faults revealed per unit of regression test cost (FPTC). The FPTC of the representative set RS is defined as

  \[
  \text{FPTC}(RS) = \frac{\text{NRF}(RS)}{\text{TRTC}(RS)}.
  \]

  A higher value of FPTC indicates that the reduction technique that produces RS realizes higher fault detection efficiency. In other words, the FPTC value should be a suitable criterion for evaluating test suite reduction techniques in order to maximize the number of revealed faults when adopting a time constraint during testing. We will answer this research question by comparing the three test reduction techniques in terms of FPTC at different levels of test suite complexity.

- **Research Question 7 (RQ7)** – Do the representative sets produced by the three techniques have many test cases in common at each level of test suite complexity?

  Recall that Greedy intends to decrease the number of test cases in the representative set, while Greedy\text{Irreplaceability} and Greedy\text{Ratio} are cost-aware techniques that aim to decrease the cost taken to run all of the test cases in the representative set. Because they evaluate the test cases using different metrics during the reduction process, this motivates us to analyze whether the representative sets produced by different techniques have many test cases in common. According to the concepts described in [21] and [22], the common rate of the representative sets (CRRS) produced by different techniques is defined as

  \[
  \text{CRRS}(RS_1, RS_2) = \frac{|RS_1 \cap RS_2|}{|RS_1 \cup RS_2|} \times 100%,
  \]

  where RS\textsubscript{1} and RS\textsubscript{2} represent the representative sets produced by two different techniques. A high value of CRRS indicates that the representative sets have a lot of test cases in common. Two techniques’ cost reduction capability may be close to each other if they often produce representative sets that have a high percentage of test cases in common. This may indicate that the two techniques can be used interchangeably. That is to say, if the two cost-aware techniques and Greedy often produce representative sets that have a high percentage of test cases in common, the cost-aware techniques would not be judged as effective. We will answer this research question by analyzing the CRRS between the three techniques at different levels of test suite complexity.

### 3.3. Empirical results

**Reply to RQ1** – Fig. 4 compares the ECRS values produced by the three techniques at different complexity levels. Because the values represented by the bar charts in the figure differ in magnitude, we insert the horizontal regions in order to both clarify the small values and avoid cutting the large values. As seen from this figure, Greedy\text{Irreplaceability} achieves the lowest ECRS values in all studied situations, and Greedy\text{Ratio} usually performs better than Greedy. But, when the complexity is relatively low, Greedy\text{Ratio} performs worse than Greedy for printtokens, printtokens2, schedule, and schedule2. Fig. 4 also indicates that in all studied situations the three techniques’ ECRS values are much lower than the costs taken to run the test cases in the original test suites. That is, the ECRS values are significantly decreased no matter which of the three techniques was adopted.

Additionally, it should be noted that, except for the schedule program, the ECRS values achieved by both Greedy\text{Irreplaceability} and Greedy\text{Ratio} monotonically decrease as the complexity increases. This is because the number of test cases to be selected generally increases with the growth of the complexity. As a result, Greedy\text{Irreplaceability} and Greedy\text{Ratio} can choose the most preferable ones to minimize the execution cost. However, this phenomenon does not hold for Greedy because it does not aim to minimize the execution cost of a test suite even though more test cases are available for selection.

**Reply to RQ2** – Fig. 5 compares the TPRS values for the three techniques at different complexity levels. As seen from Fig. 5, the cost-aware techniques generally take more time to produce the representative sets at different levels of test suite complexity. Especially for Greedy\text{Irreplaceability}, its TPRS values are 2 to 42 times higher than those of Greedy and 2 to 41 times higher than those of Greedy\text{Ratio}. Although Greedy sometimes performs slower than Greedy\text{Ratio} when the test suite complexity is high, its TPRS values are usually the lowest on the whole. Additionally, Fig. 5 also indicates that the TPRS values for the three techniques monotonically increase, in most of the studied situations, as the test suite complexity increases.
Reply to RQ3 – Instead of comparing the ECRS and TPRS values separately, Fig. 6 compares the TRTC values (i.e., the summations of ECRS and TPRS values) of the three techniques together with the costs taken to run all of the test cases in the original test suites at different complexity levels. Fig. 6 indicates that in all of the studied situations the three techniques’ TRTC values are much lower than the costs taken to run all tests in the original test suites. That is, the regression testing costs are significantly decreased no matter which of the three techniques was adopted to improve the regression testing process.

![Fig. 4. The comparisons on the execution costs of the representative set (ECRS).](image-url)
It is noted that the TPRS value accounts for a negligible percentage of the TRTC value, ranging from 0.000003% to 0.26511%, in all studied situations. As a result, Fig. 6 almost looks identical to Fig. 4. In other words, similar to the ECRS comparisons in the reply to RQ1, the TRTC values for the cost-aware techniques generally tend to monotonically decrease as the test suite complexity increases, but this phenomenon does not hold for Greedy. Moreover, as seen from Fig. 6, GreedyEIrreplaceability achieves the lowest TRTC values in all studied situations; GreedyRatio usually performs better than Greedy. In general, the TRTC values achieved by both GreedyEIrreplaceability and GreedyRatio monotonically decrease as the complexity increases, except for schedule. However, this trend does not hold for Greedy. This phenomenon is similar to Fig. 4, and the reply to RQ1 has already discussed the reason.

Reply to RQ4 – As seen from Figs. 4 through 6, for all of the subject programs, the TPRS values are much lower in comparison with ECRS values at all levels of test suite complexity. Thus, the improvements in ECRS achieved by any of the three techniques can compensate TPRS (i.e., the penalties of performing the test suite reduction). As mentioned in the reply to RQ3, any of the three techniques can decrease the costs of regression testing. We can also notice that, compared to execution cost of the representative set, the cost of performing a test suite reduction technique should be a relatively minor consideration for improving regression testing.

Reply to RQ5 – Fig. 7 compares the NRF values of the three techniques at different levels of test suite complexity. This figure indicates that the differences in the NRF values between the cost-aware techniques and Greedy are insignificant in most of the studied situations, except for schedule2 at the high complexity levels. In other words, the fault revealing capabilities of the cost-aware techniques are not significantly better than that of Greedy. This is because the cost-aware techniques intend to minimize the execution costs rather than maximize the fault revealing capability. Additionally, for most of the subject programs, the three techniques’ NRF values do not clearly change as the test suite complexity grows. Only for the subject program schedule2, the cost-aware techniques’ NRF values tend to decrease with the growth of the test suite complexity while those of Greedy contrarily tend to increase.

Fig. 7 also indicates that the three techniques result in a significant decrease in fault detection effectiveness in most of the studied situations, except for gzip and ant. Notice that the three techniques do not cause any fault detection loss for
the ant program. Overall, the fault detection loss caused by a test suite reduction technique is not directly related to its cost reduction capability.

Reply to RQ6 – According to the replies to RQ1 and RQ5, the two cost-aware techniques generally achieve better ECRS and TRTC values than Greedy but result in an ordinary NRF. Considering both cost reduction capability and fault detection loss, Fig. 8 compares the fault detect efficiency achieved by three techniques in terms of FPTC. As seen from this figure,

**Fig. 5.** The comparisons on the time taken to produce the representative sets (TPRS).
Greedy\textsubscript{EIrreplaceability} achieves higher FPTC values than the others in most of the studied situations; considering the other two techniques, Greedy\textsubscript{Ratio} works better than Greedy in general. Overall, the cost-aware techniques outperform Greedy in terms of FPTC.

Additionally, Fig. 8 also shows that, as the test suite complexity grows, the FPTC values achieved by both cost-aware techniques tend to increase in most of the studied situations, except for schedule2. However, the FPTC values achieved by Greedy do not generally tend to increase due to the following two reasons (1) as in the reply to RQ5, the NRF values of the three techniques for most of the subject programs do not clearly change as the test suite complexity grows. However, considering schedule2, the NRF values of the cost-aware techniques tend to decrease with the growth of the test suite complexity while those of Greedy contrarily tend to increase; (2) as mentioned in the reply to RQ3, the TRTC values for the cost-aware techniques tend to monotonically decrease as the test suite complexity increases, but this phenomenon does not hold for Greedy.

Moreover, the test suites produced by the three techniques significantly outperform the original test suites in terms of FPTC for all of the subject programs. Thus, although the three techniques’ NRF values are less than those of the original test suite in most of the situations, as described in the reply to RQ5, they can result in more efficient regression testing. Fig. 8 also indicates that the FPTC values of original test suites generally decrease as the test suite complexity grows. This is because, although both the TRTC and NRF values of the original test suites monotonically grow as the test suite complexity increases, the growths of TRTC are clearly more substantial than those of NRF.

Reply to RQ7 – Fig. 9 shows the radar charts of the common rates at different levels of test suite complexity for all of the subject programs. Each of the five axes in the radar chart indicates the common rates for a specific pair of representative sets at each level of complexity. According to this figure, the representative sets produced by Greedy\textsubscript{Ratio} and Greedy\textsubscript{EIrreplaceability} contain the most test cases in common at all complexity levels for most of the subject programs, except for printtokens and ant. This may confirm that the two cost-aware techniques reduce test suites with the same intention (i.e., decreasing the test execution costs), thus meaning that they generally choose the most test cases in common. On the other hand, Greedy
reduces test suites with another intention (i.e., decreasing the number of test cases), thus resulting that the common rates of the other two pairs (i.e., the pair of Greedy\textsubscript{EIrreplaceability} and Greedy and the pair of Greedy\textsubscript{Ratio} and Greedy) are generally relatively lower. Additionally, although the common rates of the pair of Greedy\textsubscript{EIrreplaceability} and Greedy are usually higher than those of the pair of Greedy\textsubscript{Ratio} and Greedy, the differences between these two pairs are usually minor, except for printtokens. Especially for fcas, totinfo, and space, the common rates for these two pairs are almost totally identical.

Finally, it is observed that the common rates of all possible pairs for most of the subject programs tend to decrease as the complexity of the test suites increases. This is because more test cases are gradually available as the test suite
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**Fig. 6.** The comparisons on the total regression test cost (TRTC).
complexity increases, thus decreasing the probability that a test case is included in the representative sets produced by different techniques. Furthermore, if we more specifically analyze the trends of different pairs, we can see that the common rates between GreedyEIreplaceability and GreedyRatio slightly decrease as the test suite complexity increases, whereas the common rates of the other two pairs significantly decrease. The cause of this phenomenon is similar to the one described in the immediately previous paragraph. That is, the two cost-aware techniques, GreedyRatio and GreedyEIreplaceability, reduce test suites with the same intention while Greedy reduces test suites with another goal. Thus, even though more test cases are available, the decreases in common rates are minor. However, if more test cases are available, Greedy has more chances to choose test cases with a different intention, thus significantly decreasing the common rates. In other words, as the test suite complexity increases, the difference between the representative sets produced by Greedy and either cost-aware technique will be amplified.

**Practical Implications** – The following implications for practicing software developers arise from this paper’s empirical results. It is important to note that all of these implications are generally applicable at different levels of test suite complexity.

- All of the three test suite reduction techniques work well for all of the studied situations.
- The representative sets that were produced by the three techniques have similar fault revealing capabilities.
- If testers want to minimize the execution cost of the representative set, the total regression testing cost, and the number of faults revealed per unit of regression test cost, then they should pick GreedyEIreplaceability.
- If minimizing the time taken to perform the test suite reduction technique is the testers’ main consideration, Greedy should be the best technique for testers.
- In comparison with the others (e.g., cost reduction capability and fault detection capability), scalability should be a less troublesome issue for test suite reduction. This provides an initial confirmation that it is feasible to adopt test suite reduction techniques during real-world software development.
Most of the adopted measured values, except for scalability, that were observed for the cost-aware techniques tend to improve as the test suite complexity grows. However, these phenomena do not generally hold for Greedy. Thus, the higher the complexity of the original test suite is, the more beneficial it is to adopt the cost-aware techniques.

Recall that the aforementioned implications are generally applicable at all levels of test suite complexity. To the best of our knowledge, these results were not previously confirmed in the literature. On the whole, the cost-aware techniques should be better choices for reducing complex test suites. Yet, we suggest that the number of test cases or test requirements should not be the key factor for determining the most suitable technique among the three that were compared in our study.
Instead, the selection of techniques should depend on the metrics that are adopted by practicing software developers (e.g., adopting GreedyEIrreplaceability if the testers aim to minimize the total regression testing cost).

Research Implications – The results in this paper also suggest that researchers in the field of regression testing should consider the following issues:

- GreedyEIrreplaceability generally takes more time than the others to produce the representative set of test cases. However, the cost of performing GreedyEIrreplaceability is trivial in comparison with the decrease in the total regression testing costs achieved by GreedyEIrreplaceability. Therefore, researchers should focus on improving regression testing by incorporating other considerations into the Greedy method. While these improved versions of Greedy may have an inferior worst-case time complexity, in comparison to the standard Greedy algorithm, this is not likely to be noticed in practice.
- Most of the metrics adopted in our empirical studies tend to monotonically increase or decrease as the test suite complexity grows. This confirms that the effectiveness of a test suite reduction technique should be positively or negatively related to the test suite complexity. Thus, it is worthwhile for researchers to focus a study of regression testing techniques on the effect caused by changing the complexity of the original test suite.

3.4. Comparison to previous empirical studies

Considering test suite techniques’ effectiveness, most of the existing empirical studies in the literature evaluate techniques’ capability to reduce the size of a test suite. Recall that the time taken to run a test suite consisting of a few test cases may not always be short. In the literature, only several empirical studies (e.g., [5,21,22,58,59]) focused on comparing the execution cost of the test cases in the representative suite. Additionally, there exist some empirical studies that evaluated the techniques by comparing the time taken to perform a reduction task (e.g., [4,8,15,16,24,31,44,59–63]). Yet, unlike our paper, few empirical studies took into account the total regression testing costs (i.e., the sum of the time taken to run the test cases and the time taken to produce the representative set of test cases).
On the other hand, although a majority of prior empirical studies evaluate test suite reduction techniques in terms of their fault detection effectiveness, only a few of them (e.g., [4,6,45,62]) adopt fault detection efficiency as the criterion. Moreover, unlike the empirical study in this paper, the empirical studies in [4,6,45,62] assess fault detection efficiency using the number of faults revealed per test case. Actually, the criterion adopted in this paper to evaluate fault detection efficiency (i.e., the number of faults revealed per unit of regression test cost) should be more representative than the one adopted in [4,6,45,62] due to the following two reasons: (1) it considers the time taken to perform a reduction task; and (2) in comparison with the number of test cases, the number of time units is a more accurate metric for describing the cost of regression testing.

Fig. 8. The comparisons on the number of faults revealed per unit of regression test cost (FPTC).
Furthermore, only two empirical studies in the literature (i.e., [8,22]) analyze the common rate of the representative sets produced by different techniques. Most importantly, to the best of our knowledge, none of the prior studies used many test suites, that were classified according to their complexity, to evaluate the reduction techniques according to the aforementioned criteria. This paper represents the first such attempt to carry out this important and interesting task.

4. Threats to validity

The precision of measuring the execution time of each test case is the primary threat to the internal validity of our empirical studies. Our strategy for controlling this threat is to execute each test case 1000 times on both of two frequently used workstations, a Windows machine and a Linux machine, and take the average of the 2000 execution results.

Second, we only used source code branches as the coverage criterion and this choice could affect the outcome of our empirical results. We consider it as another threat to the internal validity of our empirical studies because regression testing techniques may be sensitive to the granularity of the selected coverage criterion [46]. However, our empirical studies include quite a few subject programs and evaluation metrics. In order to avoid blurring the contribution of this study, we focused it on a commonly used coverage criterion. In order to further confirm our observations, we also plan, in our future work, to do new studies with coverage criteria of different granularities. Yet, as mentioned in Section 3.1, branch coverage is a common criterion used in many code coverage tools (e.g., the tools that were cited in [39–42]) and relevant empirical studies (e.g., [4, 6,14,22]). Additionally, Gligoric et al. [47] suggested that researchers should use branch coverage to compare non-adequate test suites due to its high effectiveness and low overhead. The empirical results described in [64] also indicate that branch coverage appears to be the most viable option for code-based control flow testing. Although the focused studies in [47] and [64] are not totally identical to our study, they confirmed that branch coverage is suitable for testing researchers aiming to evaluate test suites. Thus, we judge that it is a good option for this paper’s experiments.

Moreover, Inozemtseva and Holmes [65] focused on five large software systems and measured the branch coverage, statement coverage, and modified condition coverage that were achieved by a considerable number of test suites. According
to their empirical results, the adopted coverage criterion had little influence on the correlation between code coverage and test suite effectiveness if the number of test cases in the suite is controlled for. Therefore, although our studies did not include the other coverage criteria, our empirical results still have referential value for researchers and practitioners in the field of regression testing.

Third, the eight Siemens programs, the space program, the gzip program, and the ant program are frequently used benchmarks for evaluating the effectiveness of the test suite reduction techniques. Additionally, their sizes range from small to large. Even so, we still cannot definitively confirm that this paper's observations will stand for other programs. Thus, we consider it as a threat to the external validity of our empirical studies, which, as mentioned in Section 5, we plan to address in our future work.

Fourth, our empirical results indicate that the NRF values for gzip and ant are almost identical in all of the studied situations. Additionally, although the cost-aware techniques' ECRS, TRTC, FPTC, and CRRS values for gzip and ant tend to improve as the test suite complexity grows, their improvements are less significant than those of the other subject programs.
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**Fig. 9.** The comparisons on the common rate of the representative sets (CRRS).
This is likely due to the fact that the sizes of pools of test cases provided in SIR for these two subject programs are less than those of the others—even though they still include several hundreds of test cases. This decreases the diversity in the 1,000 original test suites that are generated using the aforementioned Steps 1–4 described in Section 3.1. As a result, no matter how big the generated original test suites are, the set of test cases with high metric values (i.e., Coverage(t), Ratio(t), or Irreplaceability(t)) in different test suites may be overlapping. Therefore, although the sizes of the gzip and ant programs are larger than the other subject programs in our empirical studies, we consider the sizes of the test pools as another threat to the external validity of our studies, which, as mentioned in Section 5, we plan to address in our future work. Even so, it should be noted that our findings still hold for gzip and ant.

Fifth, the threat to the construct validity of the empirical studies is that we may have introduced some defects when implementing the reduction algorithms that are compared in this study. In order to control this threat, we manually studied the behavior of the test suite reduction technique when it was applied to small programs and test suites and found that the results are totally consistent with the expected behavior of our implementation. This operation confirmed the confidence in our implementation.

5. Conclusions and future work

Prior empirical studies showed that the cost-aware test suite reduction techniques, GreedyIrreplaceability and GreedyRatio, decrease regression testing costs more than Greedy. Yet, their comparisons are too limited and were not conducted using test suites of different complexity levels. Thus, this paper empirically compared these three techniques in terms of cost reduction capability, scalability (i.e., the capability of a technique to scale with the complexity of the original test suites), total regression testing costs, fault detection capability, and fault detection efficiency (i.e., the number of fault detections per unit of cost) at different levels of original test suite complexity. Additionally, at different levels of test suite complexity, this paper also discussed the effectiveness of applying test suite reduction to regression testing and analyzed the common rates between the representative sets produced by different techniques. Because the structure of the program under test is complicated and both the execution paths and execution costs of the test cases are diverse, the operations of test suite reduction methods are generally hard to predict. Empirical studies that do not consider these factors could yield misleading results.

Considering the effectiveness of applying test suite reduction techniques to regression testing, the empirical results show that (1) no matter which of the three techniques is adopted, the cost reduction capability and the total regression testing

---

Fig. 9. (continued)
costs improve, but the fault detection capability gets worse in general. Nevertheless, since the improvement in the total regression testing cost is much more significant than the deterioration in the fault detection capability, the fault detection efficiency also significantly improves in general; (2) in comparison with Greedy, the cost-aware techniques generally show better results for the cost reduction capability, the total regression testing costs, and the fault detection efficiency. However, they generally show worse results for the scalability; (3) the representative sets produced by the two cost-aware techniques have more test cases in common than those produced by the other pairs of techniques.

On the other hand, considering the reduction techniques’ effectiveness at different levels of test suite complexity, the empirical results show that (1) as the test suite complexity grows, the cost reduction capability, the total regression testing costs, and the fault detection efficiency achieved by the cost-aware techniques generally improve. However, the trends are not as clear for Greedy; (2) as the test suite complexity grows, the common rates between the two cost-aware techniques are stable, but the common rates of the other pairs generally decrease; (3) as the test suite complexity grows, the time taken to perform a reduction task monotonically increases for all of the three techniques. Yet, in comparison with the execution costs of the reduced test suite, it is almost negligible. Overall, the benefits of adopting the two cost-aware techniques generally increase as the test suite complexity grows.

In future work, we will address some open issues in order to further understand and improve regression testing. First of all, we aim to further decrease the threats to the internal/external validity that are described in Section 4 by conducting additional experiments with more subject programs and test suites and with coverage criteria of different granularities. Second, as described in Section 3.3, some exceptions exist for the aforementioned observations. Thus, we plan to analyze the characteristics of these exceptions to our observations and improve the effectiveness of the presented cost-aware test suite reduction techniques based on the observed characteristics. Since the improved techniques may take more computational time to perform the reduction task, we also intend to refactor them so that they can be accelerated using general purpose computing on graphical processing units (GPGPU) [3]. In addition, we plan to study how the presented cost-aware test suite reduction techniques interact with the existing statistical fault localization methods [66,67]. Overall, the combination of this paper’s observations and the achievements completed during future work will improve both test suite reduction methods and other affiliated techniques related to repeated testing (e.g., automatic fault localization). Ultimately, this will improve the regressing testing and debugging activities that are a crucial part of the software development lifecycle.
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