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Abstract—Since the relational database is an important component of real-world software and the schema plays a major role in ensuring the quality of the database, relational schema testing is essential. This paper presents methods for improving both the efficiency and accuracy of mutation analysis, an established method for assessing the quality of test cases for database schemas. Using a DBMS-independent abstract representation, the presented techniques automatically identify and remove mutants that are either equivalent to the original schema, redundant with respect to other mutants, or undesirable because they are only valid for certain database systems. Applying our techniques for ineffective mutant removal to a variety of schemas, many of which are from real-world sources like the U.S. Department of Agriculture and the Stack Overflow website, reveals that the presented static analysis of the DBMS-independent representation is multiple orders of magnitude faster than a DBMS-specific method. The results also show increased mutation scores in 75% of cases, with 44% of those uncovering a mutation-adequate test suite. Combining the presented techniques yields mean efficiency improvements of up to 33.7%, with averages across schemas of 1.6% and 11.8% for HyperSQL and PostgreSQL, respectively.

I. INTRODUCTION

An essential part of many real-world software systems, the relational database is usually one of an organization’s most valuable assets. The structure of a relational database is defined in a schema that is normally expressed in the structured query language (SQL). The schema describes the types of data to be stored in a database, the organization of that data into tables and the constraints to which the data must conform [1].

Since it is crucial to maintain the integrity of the database’s contents, the correctness of the database schema is of utmost importance. Without a correctly defined schema, an application may, for instance, incorrectly create two users with the same login ID or products with prices that are less than zero. Even though schema correctness is essential, practitioners report that database schema testing is a frequently overlooked aspect of software quality assurance [2].

While several techniques (e.g., [3], [4], [5]) exist to generate data for a database that can be used as “test cases” as part of a schema testing strategy, a method is required to assess the quality of those generated test cases. An effective way to perform such an evaluation is through mutation analysis [6], [7]. For example, by employing mutation analysis, Kapfhammer et al. [8] found that the SchemaAnalyst tool was more effective at testing database constraints than the popular DBMonster tool.

Mutation analysis involves repeatedly replicating a software artifact and systematically injecting hypothesized faults. If a test case behaves differently with the mutant compared to the original schema, the mutant is said to be “killed”. The more mutants a test suite kills, the more likely it is to reveal real faults that are similar to the mutants that it kills.

Yet, mutation analysis is often a slow and expensive process, requiring the generation and evaluation of many mutants, not all of which make a useful contribution to the analysis. For instance, some mutants may represent invalid schemas. Other mutants may be equivalent to the original schema or the same as other mutants—not only consuming unnecessary computational and human resources, but potentially affecting the accuracy of the analysis. The automatic detection and removal of these types of mutants has been a topic of concern for program mutation (e.g., [9], [10]), but it has not, hitherto, been studied in the context of database schema mutation.

This paper proposes techniques for removing these “ineffective” mutants during database schema mutation analysis. The initial step involves parsing schemas into an abstract, DBMS-independent representation. Mutation is then performed at the SQL-semantic level, in contrast to the traditional approach for program mutation that creates mutants by syntactically manipulating the program’s source code. Since there are many different ways in which the same schema may be expressed in the numerous and complex database-specific variants of SQL, a standard syntactic approach can generate many mutants that are trivially equivalent to the original, non-mutant schema. While the abstract representation enables the static detection of equivalent mutants, it also supports the identification of redundant mutants that are semantically the same as one or more other mutants. In addition, while some mutants are valid schemas for certain DBMSs, they may be invalid for others. The DBMS-independent representation also supports the static identification of these mutants, allowing them to be culled before starting the expensive process of mutant evaluation.

Including sixteen database schemas that vary in their source (e.g., the U.S. Department of Agriculture and the Stack Overflow website) and the number of tables (2 to 22), columns (3 to 67), and constraints (0 to 50), the empirical study shows that, without compromising the resulting mutation score, the static analysis of the DBMS-independent abstract representation is multiple orders of magnitude faster than a DBMS-specific method. The experiments also demonstrate that the removal of ineffective mutants improves both the efficiency
and effectiveness of mutation analysis, reducing both the computational and human costs of inspecting live mutants. The study also shows that ineffective mutant removal increases the mutation score, often revealing a mutation-adequate test suite.

To conclude, the contributions of this paper are as follows:

1) An abstract, DBMS-independent representation of relational database schemas that supports the accurate and efficient identification of ineffective mutants during the mutation analysis process (Section III);
2) Automated techniques for finding and removing the ineffective mutants of database schemas (Section IV);
3) Experiments that determine the efficiency improvement attributable to the use of the DBMS-independent representation and the impact that ineffective mutant removal has on both the execution time of mutation analysis and a schema’s resultant mutation score (Section V).

II. BACKGROUND

A. Relational Database Schemas

When creating a relational database, it is necessary to specify a schema, which defines its structure in terms of tables, columns and columnar data types. Optionally, the schema may also include further restrictions on what data can be added to the database, expressed as one or more integrity constraints.

There are five common types of constraints expressed in a schema [1]. PRIMARY KEY constraints ensure that the values in the given column(s) are unique, such that they individually identify each row. As only one PRIMARY KEY can be declared per table, UNIQUE constraints can also enforce additional row-uniqueness properties. A NOT NULL constraint specifies that a NULL value cannot be stored in a specific column. FOREIGN KEY constraints enforce that each row in one table must have a matching row in another table, connected according to the values in one or more corresponding pairs of columns. Lastly, CHECK constraints provide a means of defining arbitrary predicates that each row must satisfy to be accepted into the database. These may include boolean algebra operators, such as conjunction, disjunction and negation, as well as relational operators and database operations, such as ‘x IS NULL’, ‘x BETWEEN y AND z’ and ‘x IN (y, ...)’.

Figure 1a shows a schema fragment from the freely available MillionSong dataset [11], which contains 280GB of data. The fragment involves two tables, artists and similarity, and involves three integrity constraints: one PRIMARY KEY and two FOREIGN keys. The PRIMARY KEY on artist_id means that each INSERT statement adding a row to the database must contain a different value. Figure 1b demonstrates a sequence of statements, including one INSERT that would be rejected due to violating this constraint. The FOREIGN keys ensure that each target and similar value refers to an existing artist_id value in artists.

B. Testing and Mutating Schemas

When the integrity constraints of a schema are not specified correctly, erroneous data may be accepted into the database. For instance, if the PRIMARY KEY for the artists table of Figure 1a was accidentally omitted the DBMS would erroneously accept duplicate rows of data, causing inconsistency in the stored information. Alternatively, if a NOT NULL constraint was incorrectly added to the target attribute of the similarity table, then the DBMS would not accept the NULL values that are permitted for this attribute.

Testing the database schema is therefore a crucial quality assurance activity. Despite industrial practitioners who advocate it [2], this is a stage of testing that is often overlooked. Since a database schema is one of the first artifacts created during software development, mistakes made in its definition can have far-reaching effects that are costly to fix.

In previous work [8], we proposed techniques, implemented in a tool called SchemaAnalyt, that test database schemas by generating a test suite of INSERT statements. Using test data that will be accepted or rejected by the DBMS, the purpose of these INSERT statements is to satisfy and negate each of the schema’s constraints. By running these tests and studying their results, missing or incorrectly specified schema constraints manifest as wrongly accepting or rejecting data.

The quality of these test suites can be evaluated using mutation analysis, a process that involves modifying the artifact-under-test in small ways to produce so-called mutants. Intuitively, the mutation analysis of a relational database schema works according to the following steps:

1) Produce mutants by applying mutation operators.
2) Execute INSERT statements with the original schema.
3) Execute INSERT statements with the mutant schemas.
4) Classify a mutant as killed if the results differ compared to the original, otherwise categorize it as alive.

As an example of mutation analysis for schemas, Figure 2a shows a mutant of the MillionSong schema of Figure 1a. A NOT NULL constraint is added to the target field of the similarity table. Figure 2b shows a test case involving INSERT statements that demonstrate differing behavior between the original schema and the mutant.

The more mutants a test suite kills, the more types of faults represented by the mutants it is able to kill, and the stronger the suite is deemed to be [6]. A test suite is assigned a mutation score, which is simply the number of mutants killed divided by the total number of mutants created from the original schema.
By applying mutation analysis, Kapfhammer et al. [8] found that SchemaAnalyst-generated test suites had a higher mutation score than data generated by the open-source DBMonster tool [12]. As with program mutation [6], [13], [14], however, the mutation analysis process is often very computationally expensive due to the large number of mutants that need to be analysed by executing, in the worst case, the full test suite for each mutant. Furthermore, mutation scores can be inaccurate due to certain types of mutants that have the effect of skewing the overall score; we now discuss these mutant types.

**Equivalent Mutants.** When applying mutation operators to create mutants, it is possible that some mutants may be functionally identical to the original artifact, despite their syntactic differences. This implies that no test case can differentiate between the original and the mutant, and thus the mutant cannot be killed. In the context of schema mutation, Figure 3 furnishes an example of an equivalent mutant involving the addition of UNIQUE constraint to a table where a PRIMARY KEY is defined for the same column. Since primary keys require the column to contain distinct values, the addition of the UNIQUE constraint has no additional effect. The mutant, therefore, behaves exactly the same as the original.

When equivalent mutants exist, the mutation score may be inaccurate [15], thus potentially compromising the comparison of different data generation techniques through mutation analysis. Equivalent mutants also have an associated human cost: following mutation analysis, testers often have to manually inspect test cases, mutants and the original schema to determine why a mutant is still alive. In the context of programs, where 45% of undetected mutants are equivalent, the manual study and classification of a mutant takes about fifteen minutes [16]. Since it is impossible to kill an equivalent mutant, such diagnostic effort is essentially wasted.

Combined with the execution cost per mutant, this makes the detection and discarding of these mutants, known as the equivalent mutant problem [6], an important issue for database schemas. Since the large number of equivalent mutants and the high costs of human inspection make it infeasible to manually detect equivalent mutants, there are numerous approaches that attempt to automatically detect them (e.g., [9], [16], [17]).

**Redundant Mutants.** In the context of program mutation, Just et al. describe a mutant as redundant if it is always subsumed by other mutants [10]. In this paper, we use the term more broadly: While equivalent mutants are semantically the same as the original artifact, we say that mutants are redundant if they are the same as one or more, already created, mutants. Figure 4 furnishes an example of a mutation that may be caused by more than one operator, thus leading to redundant mutants. The mutation could be produced by either removing the FOREIGN KEY directly or exchanging the similar column for target, thus overwriting the existing FOREIGN KEY constraint. These mutations would produce mutants that are equivalent to each other—and therefore redundant as well.

**Quasi-Mutants.** For traditional program mutation, a syntactically invalid mutant is classified as being still-born [18]. Still-born mutants can also be created for database schema mutation. However, in contrast to program mutation, it is possible that some schema mutants are still-born with respect to one DBMS but valid for another DBMS. This is due to inconsistencies between the relational database models—for example, PostgreSQL requires the columns of a FOREIGN KEY to be part of a UNIQUE or PRIMARY KEY constraint, while HyperSQL does not. These mutants are referred to as quasi-mutants [8]. Not removing quasi-mutants ahead of time precludes further optimization techniques for mutation analysis [7], thus decreasing the efficiency of this process.

**Summary.** This paper explains how these—fundamentally ineffective—equivalent, redundant and quasi-mutants can be identified and removed before mutation analysis, thus decreasing computational costs, saving human inspection time and improving the accuracy of mutation scores. The next section introduces the mutation operators for database schemas and the DBMS-independent representation used to create the mutants, thereby paving the way for the presentation of methods for removing equivalent, redundant and quasi-mutants in Section IV.

### III. Mutant Generation with SchemaAnalyst

Figure 5 shows the different steps taken by SchemaAnalyst during mutant production, beginning with the parsing of SQL into an abstract, DBMS-independent schema representation, described in Section III-A. SQL parsing is performed using...
the General SQL Parser (GSP)\(^1\), a commercial tool handling SQL for a variety of DBMSs. After the schema is parsed into the abstract representation, mutation operators are applied to produce mutant schemas; the mutation operators presented in this paper are documented in Section III-B. Following this, the stage novel to this paper removes the ineffective equivalent, redundant and quasi mutants, as discussed in Section IV. Mutation analysis then begins, with mutants written to SQL through an SQL-writing process tailored to the DBMS in use. The SQL is then submitted to the DBMS and the test suite is run against it to determine how many mutants the tests killed.

**A. Abstract Schema Representation**

In contrast to program mutation, which makes small changes to program code at the syntax level, SchemaAnalyst applies mutation operators to an abstract representation of the relational schema. The representation is a model that abstracts over the various DBMS-specific dialects of SQL. Currently, SchemaAnalyst supports the oft-used SQLite, PostgreSQL and HyperSQL dialects. Along with modelling tables, columns and integrity constraints, the representation abstracts the plethora of data types made available by the different DBMSs down to seven key types (e.g., boolean and string)\(^8\).

The use of an abstract representation allows the technique to mutate schemas at a semantic level, rather than a syntactic one. For instance, Figure 6 shows three different ways a table may be mutated to add a PRIMARY KEY to the same column, where all three mutants are equivalent to one another. Mutation at the semantic level avoids this issue. In the abstract model, adding a column to a PRIMARY KEY is one operation and the abstract representation of a schema is then written out as SQL for a specific DBMS. The abstract representation also enables a straightforward and effective static analysis of a schema to efficiently find patterns corresponding to the equivalent, redundant and quasi mutants, as explained in Section IV.

**B. Mutation Operators**

We now detail the mutation operators used in this paper. We apply ten mutation operators, originally described by Kapfhammer et al. [8], along with four more introduced in this paper. The mutation operators, which are listed with brief descriptions in Table I, target schema constraints that guard the consistency of the data stored in the database.

For brevity and ease of identification, we assign each operator a name according to the constraint it affects and the modification it makes. For example, the “**PRIMARY KEY Column Addition**” operator is abbreviated to “PKColumnA”. The “addition” and “removal” operators add and remove components, respectively, while the “exchange” operators swap some component for another. We refer the reader to [8] for an explanation of the first ten operators.

**Focusing on FOREIGN KEY and CHECK constraints,** our four additional operators address gaps in the initial ten operators. The first new operator, “ClnListElementR”, removes elements from the list of a ‘**CHECK COL IN (list)**’ in turn. The second, “CRelOpE”, replaces the relational operator (=,<,>,<,>) in a CHECK constraint with each other relational operator. The third operator, “FKColumnPairA”, adds a pair of columns with matching data types to a FOREIGN KEY and the fourth, “FKColumnPairE”, exchanges a pair of columns from a FOREIGN KEY with a pair that have the same data type.

Comparing all 14 operators to the “atomic changes” identified in a study of changes made between different versions of database schemas [19] confirms that the operators model realistic refactorings of integrity constraints. Therefore, when applied to a real-world schema the mutants generated are likely to reveal constraints omitted or misspecified by the developer.

**IV. Removing Ineffective Mutants**

As previously mentioned in Section II, the mutation operators can generate ineffective (i.e., equivalent, redundant and quasi) mutants that may decrease the accuracy of the mutation score and/or increase the time taken to perform mutation analysis. This section describes our techniques for automatically removing these ineffective mutants, thereby both decreasing analysis costs and improving mutation score accuracy. Integrated into SchemaAnalyst’s mutant generation pipeline, as shown in Figure 5, these techniques work at the level of the abstract representation, as described in Section III-A, thus greatly

---

1. General SQL Parser (GSP) is available at http://sqlparser.com

**TABLE I**

**MUTATION OPERATORS**

<table>
<thead>
<tr>
<th>Operator Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKColumnA</td>
<td>Adds a column to a PRIMARY KEY</td>
</tr>
<tr>
<td>PKColumnR</td>
<td>Removes a column from a PRIMARY KEY</td>
</tr>
<tr>
<td>PKColumnE</td>
<td>Exchanges a column in a PRIMARY KEY</td>
</tr>
<tr>
<td>FKColumnPairR</td>
<td>Removes a column pair from a FOREIGN KEY</td>
</tr>
<tr>
<td>NNA</td>
<td>Adds a NOT NULL to a column</td>
</tr>
<tr>
<td>NNR</td>
<td>Removes a NOT NULL from a column</td>
</tr>
<tr>
<td>UColumnA</td>
<td>Adds a column to a UNIQUE</td>
</tr>
<tr>
<td>UColumnR</td>
<td>Removes a column from a UNIQUE</td>
</tr>
<tr>
<td>UColumnE</td>
<td>Exchanges a column in a UNIQUE</td>
</tr>
<tr>
<td>CR</td>
<td>Removes a CHECK</td>
</tr>
<tr>
<td>FKColumnPairA</td>
<td>Adds a column pair to a FOREIGN KEY</td>
</tr>
<tr>
<td>FKColumnPairE</td>
<td>Exchanges a column pair in a FOREIGN KEY</td>
</tr>
<tr>
<td>ClnListElementR</td>
<td>Removes an element from an IN (...) of a CHECK</td>
</tr>
<tr>
<td>CRelOpE</td>
<td>Exchanges a relational operator in a CHECK</td>
</tr>
</tbody>
</table>
Structural Equivalence.

Structural equivalence is where two and behavioral. When equivalent mutants of the original and mutated database schemas. Using this abstract representation therefore avoids losing the key information required to identify the ineffective simplifying the analysis that needs to be performed without losing the key information required to identify the ineffective mutants. Using this abstract representation therefore avoids the need for more computationally expensive techniques such as genetic algorithms [9], constraint-based testing [17] or coverage analysis [16]. In addition, the mutant generation process produces mutants directly in this abstract representation, facilitating the automatic, accurate, and efficient comparison of the original and mutated database schemas.

A. Equivalent Mutants

This section defines two types of equivalence: structural and behavioral. When SchemaAnalyist used detectors for these two kinds of equivalence, as described in Figures 7 through 9 and the remainder of this section, this led to the removal of 123 equivalent mutants during the mutation analysis of 16 schemas, as noted in the empirical study of Section V.

Structural Equivalence. Structural equivalence is where two schemas are identical except for possible syntactic differences in their SQL definition. Along with factoring away these syntactic differences, Figure 7 also reveals that the abstract representation makes it easy to define equivalence detection.

Behavioural Equivalence. Two schemas may not be structurally equivalent, but yet still have equivalent behavior, due to functional overlap between different SQL expressions and operators (which may pertain to certain DBMSs only). We describe three patterns of behavioural equivalence, with Figure 8 furnishing functions for detecting them in schemas. These patterns were discovered during a thorough study of over 60 schemas running on HyperSQL, PostgreSQL and SQLite. While additional patterns may also exist for other DBMSs and new schemas, we judge these to be both representative and powerful and we further note that it is easy to integrate new patterns into SchemaAnalyist’s equivalence detectors.

Pattern 1: NOT NULLs in CHECK constraints. Defining a column as NOT NULL is behaviorally equivalent to defining a CHECK(...) IS NOT NULL. This can be implemented in the schemaEquiv function of Figure 7 by looking for an equivalent CHECK(...) IS NOT NULL for each NOT NULL that doesn’t have a matching NOT NULL constraint, and vice versa. If no such constraint exists, then the schemas are not equivalent. The first function in Figure 8, notNULLToCHECK(a, b), shows the algorithm used for this check.

Fig. 8. Rules for detecting patterns of behavioral equivalence.

```
function schemaEquiv(a, b)
  if name(a) != name(b) return F
  else if [tables(a) != [tables(b) ] return F
  else if ~tableEquiv(tables(a), tables(b)) return F
  else if ~pKeysEquiv(pKeys(a), pKeys(b)) return F
  else if ~uniqueEquiv(unique(a), unique(b)) return F
  else if ~checksEquiv(checks(a), checks(b)) return F
  else return notNULLsEquiv(notNULLs(a), notNULLs(b))

function tableEquiv(a, b)
  if name(a) != name(b) return F
  else return columnsEquiv(columns(a), columns(b))

function columnEquiv(a, b)
  if name(a) != name(b) return F
  else return notCertainEquiv(notCertain(a), notCertain(b))

function notCertainEquiv(a, b)
  if ~notCertainColumnsEquiv(notCertainColumns(a), notCertainColumns(b)) return F
  else if ~notCertainColumnsEquiv(notCertainColumns(a), notCertainColumns(b)) return F
  else if ~notCertainColumnsEquiv(notCertainColumns(a), notCertainColumns(b)) return F
  else if ~notCertainColumnsEquiv(notCertainColumns(a), notCertainColumns(b)) return F
  else return notCertainEquiv(notCertain(a), notCertain(b))

function notUndefinedEquiv(a, b)
  if ~notUndefinedColumnsEquiv(notUndefinedColumns(a), notUndefinedColumns(b)) return F
  else if ~notUndefinedColumnsEquiv(notUndefinedColumns(a), notUndefinedColumns(b)) return F
  else if ~notUndefinedColumnsEquiv(notUndefinedColumns(a), notUndefinedColumns(b)) return F
  else if ~notUndefinedColumnsEquiv(notUndefinedColumns(a), notUndefinedColumns(b)) return F
  else return notUndefinedEquiv(notUndefined(a), notUndefined(b))

function uniqueEquiv(a, b)
  if ~uniqueColumnsEquiv(uniqueColumns(a), uniqueColumns(b)) return F
  else if ~uniqueColumnsEquiv(uniqueColumns(a), uniqueColumns(b)) return F
  else if ~uniqueColumnsEquiv(uniqueColumns(a), uniqueColumns(b)) return F
  else if ~uniqueColumnsEquiv(uniqueColumns(a), uniqueColumns(b)) return F
  else return uniqueEquiv(unique(a), unique(b))

function notNullsEquiv(a, b)
  if ~notNullColumnsEquiv(notNullColumns(a), notNullColumns(b)) return F
  else if ~notNullColumnsEquiv(notNullColumns(a), notNullColumns(b)) return F
  else if ~notNullColumnsEquiv(notNullColumns(a), notNullColumns(b)) return F
  else if ~notNullColumnsEquiv(notNullColumns(a), notNullColumns(b)) return F
  else return notNullsEquiv(notNull(a), notNull(b))

function notNullColumnEquiv(a, b)
  if ~notNullColumn(a) == ~notNullColumn(b) return F
  else return notNullColumn(a) == notNullColumn(b)

function multiColumnConstraintEquiv(a, b)
  if ~multiColumnConstraint(a) == ~multiColumnConstraint(b) return F
  else return multiColumnConstraint(a) == multiColumnConstraint(b)

function notNullColumnEquiv(a, b)
  if ~notNullColumn(a) == ~notNullColumn(b) return F
  else return notNullColumn(a) == notNullColumn(b)
```

Fig. 7. Rules for detecting structural equivalence.

function DETECTQUASI(schema)
for all \( R \) in PKEYS(schema) do
    if \( \neg\)EXISTS PRIMARY KEY(schema,COLUMNS(R))
    if \( \neg\)EXISTS UNIQUE(schema,COLUMNS(R))
        return \( F \)
return \( T \)

function EXISTS PRIMARY KEY(schema, columns)
for all \( pk \) in PKEYS(schema) do
    if columns = COLUMNS(pk)
        return \( T \)
return \( F \)

function EXISTS UNIQUE(schema, columns)
for all \( ac \) in UNIQUE(schema) do
    if columns = COLUMNS(ac)
        return \( T \)
return \( F \)

Fig. 9. Rules for detecting quasi-mutants

constraint to a primary key column will be behaviourally equivalent to the original. Tables artists and artists_m2 from Figures 1a and 3 show an example of two schemas that are equivalent according to this pattern. Using pattern three in a detection rule will drop the UNIQUE constraint in the artists_m2 mutant of Figure 3, thus ensuring that it will be identified as directly equivalent and discarded. Figure 8 reveals the implementation of this function, UNIQUEONPRIMARYKEY.

B. Redundant Mutants

While equivalent mutants can be discarded for being structurally or behaviourally equivalent to the original, non-mutant schema, this paper’s methods also handle the problem of redundant mutants, which Section II-B defined as mutants that are equivalent to one or more other mutants. To both reduce the cost of mutation analysis and increase the accuracy of the resulting mutation score, a mutant is discarded if it is redundant with respect to an already generated mutant.

Our approach to redundant mutant detection leverages the technique for equivalent mutant detection, as previously described in Section IV-A. Instead of checking each mutant for equivalence with respect to the original schema, the same check is effectively applied between every pair of mutants. Adding redundant mutant removal to SchemaAnalyst led to the discarding of eight mutants during the mutation analysis of 16 schemas, as presented in the empirical study of Section V.

C. Quasi-Mutants

As described in Section II-B, quasi-mutants will be rejected by at least one DBMS and may negatively influence the efficiency of mutation analysis; although, unlike equivalent and redundant mutants, they should only be removed when using a DBMS that will reject them.

This paper focuses on one major source of quasi-mutants that pertains to the PostgreSQL and HyperSQL DBMSs. If a FOREIGN KEY is defined on a table, the columns in the referenced table must have a PRIMARY KEY or a UNIQUE constraint defined on them as well. Otherwise, these DBMSs will reject the schema. Even though the SQLite DBMS would accept a CREATE TABLE statement not adhering to this rule, PostgreSQL will reject it with the error message:

“There is no unique constraint matching given keys for referenced table (Error 42830 (invalid foreign_key))”

...while HyperSQL produces the error message:

“a UNIQUE constraint does not exist on referenced columns (Error 5529)”

Although a quasi-mutant schema can be identified by submitting it to the DBMS as a series of CREATE TABLE statements and then checking for DBMS rejection, this can be very costly due to the number of tables and mutants combined with the time taken to test each using the database. In addition, this approach must run DROP TABLE statements to clear the database between each mutant. An alternative to the individual submission of SQL commands is to surround all of the CREATE TABLE statements of each mutant in an SQL transaction, leveraging a database’s “roll back” feature to remove the tables in the event of DBMS rejection, thereby preparing for the next mutant. Avoiding DBMS interaction altogether, we introduce the discarding of quasi-mutants in the SchemaAnalyst mutant generation pipeline using a detection function, invoked when using an applicable DBMS. This function, shown as DETECTQUASI in Figure 9, is used to statically analyse each mutant and discard any not satisfying the conditions. These three techniques (i.e., direct DBMS interaction with and without transactions and static quasi-mutant detection) are evaluated and compared in the empirical study of Section V, revealing the detection of 567 quasi-mutants across 16 schemas.

Interestingly, the existence of quasi-mutants demonstrates that mutation analysis for relational schemas cannot be viewed as a DBMS-independent process. It is also important to note that, while additional kinds of quasi-mutant may exist for other types of DBMSs, the experimental results in Section V show that our current emphasis on one type of representative quasi-mutant yields a substantial efficiency improvement. Moreover, the use of the DBMS-independent abstract model makes it easy to add detectors for new types of quasi-mutants.

V. EMPIRICAL STUDY

A. Experimental Setup

We selected 16 schemas as case studies to use in our experiments, aiming for a representative range in the number of tables (2 to 22), columns (3 to 67) and constraints (0 to 50), as detailed in Table II. This assortment of properties helps to ensure the results are broadly applicable to many different schemas. Of the chosen schemas, 10 were taken from real-world sources. For instance, JWhoisServer and

<table>
<thead>
<tr>
<th>Schema</th>
<th>Tables</th>
<th>Columns</th>
<th>Foreign keys</th>
<th>Not Nulls</th>
<th>Primary keys</th>
<th>Uniques</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArtisSim</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>ArtisTerm</td>
<td>5</td>
<td>7</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>BankAccount</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>BookTown</td>
<td>22</td>
<td>67</td>
<td>2</td>
<td>0</td>
<td>15</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Cloc</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CoffeeOrders</td>
<td>5</td>
<td>20</td>
<td>0</td>
<td>4</td>
<td>10</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Flights</td>
<td>2</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>IsoFlav_R2</td>
<td>6</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>JWWhoisServer</td>
<td>6</td>
<td>49</td>
<td>0</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>NistDML183</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NistWeather</td>
<td>2</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>NistXTS749</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>RiskIt</td>
<td>13</td>
<td>57</td>
<td>0</td>
<td>10</td>
<td>15</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>StackOverflow</td>
<td>4</td>
<td>43</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>UseXUsage</td>
<td>8</td>
<td>32</td>
<td>0</td>
<td>7</td>
<td>10</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>WordNet</td>
<td>8</td>
<td>29</td>
<td>0</td>
<td>22</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>91</td>
<td>401</td>
<td>9</td>
<td>32</td>
<td>140</td>
<td>60</td>
<td>7</td>
</tr>
</tbody>
</table>

Although a quasi-mutant schema can be identified by submitting it to the DBMS as a series of CREATE TABLE statements and then checking for DBMS rejection, this can be very costly due to the number of tables and mutants combined with the time taken to test each using the database. In addition, this approach must run DROP TABLE statements to clear the database between each mutant. An alternative to the individual submission of SQL commands is to surround all of the CREATE TABLE statements of each mutant in an SQL transaction, leveraging a database’s “roll back” feature to remove the tables in the event of DBMS rejection, thereby preparing for the next mutant. Avoiding DBMS interaction altogether, we introduce the discarding of quasi-mutants in the SchemaAnalyst mutant generation pipeline using a detection function, invoked when using an applicable DBMS. This function, shown as DETECTQUASI in Figure 9, is used to statically analyse each mutant and discard any not satisfying the conditions. These three techniques (i.e., direct DBMS interaction with and without transactions and static quasi-mutant detection) are evaluated and compared in the empirical study of Section V, revealing the detection of 567 quasi-mutants across 16 schemas.
IsoFlav_R2 belong to a WHOIS server application and a plant compound database from the U.S. Department of Agriculture, respectively. Other examples include UnixUsage, from a Unix command history monitoring application, and WordNet, a schema used in a visualiser for the WordNet lexical database.

Since the choice of DBMS may affect the results, experiments were performed using both PostgreSQL and HyperSQL, DBMSs chosen for their performance differences and varying design goals. PostgreSQL is a full-featured, extensible and highly scalable DBMS, while HyperSQL is a small, lightweight DBMS supporting an “in-memory” mode that avoids disk writing; we enabled this HyperSQL feature to ensure that the two DBMSs have different performance profiles. Although SchemaAnalyst also supports SQLite, this paper does not report on results with this DBMS due to space constraints and the fact that it leads to empirical trends like HyperSQL’s.

We performed the experiments with the SchemaAnalyst tool [8], compiled with the Java Development Kit 7 compiler and executed with the Linux version of the 64-bit Oracle Java 1.7 virtual machine. Experiments were executed on an Ubuntu 12.04 workstation, with a 3.2.0-27 64-bit Linux kernel, a quad-core 2.4GHz CPU and 12GB of RAM. All input (i.e., schemas) and output (i.e., results files) were stored on the local disk. We used the default configuration of PostgreSQL version 9.1.9 and HyperSQL version 2.2.8 running in the “in-memory” mode.

**Threats to Validity.** Since background processes may lead to small differences in the timings of results, we ran 15 repeat trials per schema for each quasi-mutant detection approach and each mutation analysis task. This allowed for means and standard deviations to be calculated, statistical tests to be performed, and for the results to be visualised with box plots, providing further confidence that the results are accurate and representative. Finally, we controlled the threats arising from defects in SchemaAnalyst by both carefully testing the tool and manually checking results on simple schemas. For instance, we verified that SchemaAnalyst correctly applied the right mutation operators, removed the anticipated ineffective mutants and correctly calculated the mutation score.

**Quasi-mutant Detection Metrics.** To evaluate our static-analysis approach to quasi-mutant detection, we compared it to the simple and SQL transaction-optimised techniques described in Section IV-C. We measured the number of quasi-mutants detected by the three methods for each of the 16 schemas to determine their effectiveness, with the technique that performs simple DBMS interactions acting as the “gold standard”. To compare efficiency, we recorded the time taken by each approach to identify the quasi-mutants.

**Ineffective Mutant Removal Metrics.** To determine the effect of removing equivalent, redundant and quasi-mutants (using the static analysis approaches described in Sections IV-A, IV-B and IV-C, respectively) we compared mutation analysis performed with and without ineffective mutant removal.

To measure the efficacy of ineffective mutant removal, we determined the number of each type of mutant detected per schema, allowing us to calculate the proportion of mutants discarded by Figure 5’s mutant generation pipeline. We classified the influence on the mutation score in terms of increase, decrease or none, and tested for statistical significance using the Wilcoxon Rank-Sum test, where a value <0.05 is significant.

We gauged the efficiency implications of ineffective mutant removal by comparing the time taken for mutation analysis with and without ineffective mutants, including the time taken for static analysis in the latter case. We tested the change for significance using the Wilcoxon Rank-Sum test and the Vargha-Delaney estimation of effect size [20], where the difference is categorised as “large” if \( \delta > 0.64 \), “medium” if \( \delta > 0.44 \) or \( \delta > 0.36 \) and “small” if \( \delta < 0.44 \) or \( \delta > 0.56 \). Otherwise, the effect size is “none”. An effect size \( \delta > 0.5 \) represents a time decrease, while \( \delta < 0.5 \) represents a time increase.

**B. Empirical Results**

**Summary of Results.** Table IIIa shows the number of mutants generated for each schema; how many equivalent, redundant and quasi-mutants were discarded as ineffective; and the number of mutants remaining (retained). Table IIIb presents the same data, but instead grouped by mutation operator. For both, the savings value is the percentage of mutants removed discarded by Figure 5’s mutant generation pipeline. We classified the influence on the mutation score in terms of increase, decrease or none, and tested for statistical significance using the Wilcoxon Rank-Sum test, where a value <0.05 is significant.

We gauged the efficiency implications of ineffective mutant removal by comparing the time taken for mutation analysis with and without ineffective mutants, including the time taken for static analysis in the latter case. We tested the change for significance using the Wilcoxon Rank-Sum test and the Vargha-Delaney estimation of effect size [20], where the difference is categorised as “large” if \( \delta > 0.29 \) or \( \delta > 0.71 \), “medium” if \( \delta > 0.36 \) or \( \delta > 0.64 \) and “small” if \( \delta < 0.44 \) or \( \delta > 0.56 \). Otherwise, the effect size is “none”. An effect size \( \delta > 0.5 \) represents a time decrease, while \( \delta < 0.5 \) represents a time increase.

**Table III**

**Ineffective Mutants Removed**

Number of equivalent, redundant and quasi-mutants that were automatically removed. As all quasi-mutant detection techniques identified the same number of mutants, the reported values are representative regardless of the chosen method. Savings is the percentage of mutants that have been removed; total savings is calculated in a row-wise fashion.

(A) GROUPED BY SCHEMA

<table>
<thead>
<tr>
<th>Operator</th>
<th>Reduced</th>
<th>Equivalent</th>
<th>Redundant</th>
<th>Quasi-Mutant</th>
<th>Ineffective</th>
<th>Total Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CInListElementR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>CR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>CRealOpE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>NNA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>NNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Total: 2042 | 689 | 123 | 567 | 698 | 1344 | 34.2 |

(B) GROUPED BY OPERATOR

<table>
<thead>
<tr>
<th>Operator</th>
<th>Reduced</th>
<th>Equivalent</th>
<th>Redundant</th>
<th>Quasi-Mutant</th>
<th>Ineffective</th>
<th>Total Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CInListElementR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>CR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>CRealOpE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>FPKColumnPairR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>NNA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>NNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>PKColumnR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>UCOLUMNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Total: 2042 | 689 | 123 | 567 | 698 | 1344 | 34.2 |
The results for each schema were scaled according to the maximum mean from any approach for that schema, thereby allowing them to be combined without being affected by scale differences attributed to the wide range of times taken.

for each schema. The total rows provides column-wise totals except the savings, which we calculated across the total rows themselves according to the following equation:

\[
\text{Total Savings} = \left(1 - \frac{\sum\text{Effective}}{\sum\text{Produced}}\right) \times 100
\]

The results in Table IV detail the mean and standard deviation of the time taken to detect the quasi-mutants of each schema for the three techniques. Since the time taken for “Static” is the same for both PostgreSQL and HyperSQL, it only appears in the table once. As we observed that the number of quasi-mutants detected by each technique was consistent for every case study and repeat trial, we omit these results.

Figure 10 shows the results from Table IV, with the values for each schema scaled according to the maximum mean from any approach. This allows them to be combined without being affected by the range of times taken caused by the differences in the schemas (e.g., the number of tables and constraints).

Table V shows the time taken for mutation analysis with and without ineffective mutants, including the cost of static analysis in the latter case. We summarise these values in Table VI. The results in Table VII show the significance and effect size for changes in the time overhead of mutation analysis. Finally, we classify the change in mutation score caused by ineffective mutant removal by direction of change and report the significance of this change in Table VIII.

Research Questions.

RQ1: Is the detection of quasi-mutants using static analysis more efficient than the DBMS-based approaches?

As shown in Table IV, the static analysis method for detecting quasi-mutants is markedly quicker than the DBMS-based approaches—regardless of whether the transaction-based optimisation is used—across all schemas and both DBMSs. Figure 10 shows the time taken across all schemas in a scaled format. This graph reveals that, while using the transaction-based optimisation improves the performance of quasi-mutant detection for both HyperSQL and PostgreSQL, the time taken by the static analysis approach is still substantially lower than the others. Additionally, although not included in the table due to space constraints, each technique correctly identifies the same number of quasi-mutants, as reported in Table III. We therefore conclude that the static analysis approach represents a vast efficiency improvement, reducing the time taken by multiple orders of magnitude, while maintaining an identical effectiveness when compared to the “gold standard” approach.

RQ2: How does ineffective mutant removal affect the time taken for mutation analysis, and is it cost-effective?

As evidenced by the results in Tables V, VI and VII, the time efficiency of removing ineffective mutants varies significantly depending on both the schema and the DBMS.

When using HyperSQL, the mean time difference ranges from -824 to 718ms and the mean percentage difference from -9.71 to 23.05%, with mean values across all schemas of 7.5ms and 1.6%, respectively. For 9 out of 16 schemas, removal of ineffective mutants produces a mean time saving, all of which are statistically significant (p-value <0.05) and have a “large” effect size. For all of the 6 schemas where the time taken increases, the changes are also significant and have a “large” effect size. In summary, while the impact of ineffective mutant removal is not consistent across schemas when using HyperSQL, it provides a small time saving on average (mean 1.6%, median 1.4%), and produces a statistically significant decrease in time taken for the majority of schemas (56%).

When using PostgreSQL, the mean time difference ranges from -3,086 to 317,208ms and the mean percentage difference from -0.33 to 33.71%, with mean values across all schemas of 50,880ms and 12.7%, respectively. Of the 16 schemas, removal of ineffective mutants produces a mean time saving in 14 cases, where the difference is significant and has a “large” effect size in 13 cases. In the two cases where the mean time taken increases, both are statistically significant, with “medium” and “large” effect sizes. However, as a proportion of the overall time taken, these only represent increases of 0.33% and 0.30%, or approximately 1.7 and 3.1 seconds in real terms. To summarise, the impact of ineffective mutant removal when using PostgreSQL is a statistically significant decrease in time taken for 81% of the chosen schemas, reducing the time taken for mutation analysis by over 5 minutes in the best case.

In conclusion, although the results differ according to the DBMS used, in both cases ineffective mutant removal provides savings on average, with mean values of 1.6% and 11.8% for HyperSQL and PostgreSQL, respectively. We propose that this difference is caused by the varying performance of HyperSQL and PostgreSQL. As HyperSQL is much faster than PostgreSQL, the cost of static analysis forms a larger proportion of the overall time taken; for those schemas with few or no ineffective mutants, this causes a statistically significant increase in time overhead. Yet, given the relative efficiency of mutation analysis using HyperSQL, an in-memory DBMS, we argue that this difference is not of practical significance. Thus, our results show that ineffective mutant removal is cost-effective, yielding a practically significant reduction in the duration of mutation analysis, especially when using PostgreSQL.

RQ3: Does removal of ineffective mutants significantly affect the mutation score?

The results in Table VIII show that, regardless of the DBMS used, for 75% of the chosen schemas the mutation score increases when removing ineffective mutants—and in no case
did the score decrease. Practically, this means that following mutation analysis there are fewer mutants remaining that would require human inspection, reducing the effort required to produce a mutation-adequate test suite. In 44% of the cases where the score changed, the mutation score increased to 1, meaning the test suite was in fact mutation adequate—and thus required no manual inspection—but would be misclassified without the use of ineffective mutant removal. The change in mutation score across all schemas is also shown to be statistically significant (p-value < 0.05) in Table VIII.

VI. RELATED WORK

Experimentally observing that the schema of the database in real-world applications changes frequently, Qui et al. both demonstrate the important role that the relational database schema plays in ensuring the correctness of an application and motivate the need for extensive schema testing [19]. The empirical results of Qui et al. are amplified by Guz's remark that one of the key mistakes in testing database applications is “not testing [the] database schema” [2]. Moreover, the mutation operators employed by the methods in this paper are similar to the real-world schema faults found by Qui et al.

While we focus on mutating the CREATE TABLE statements that produce the schema, previous work has proposed and evaluated mutation operators for the SQL SELECT statements used by applications to retrieve data stored in a database [21]. This was later incorporated into a tool for instrumenting and testing database applications written in the Java programming language, potentially mutating any executed SELECT statement [22]. Chan et al. propose some operators for mutating schemas [23]; however, unlike this paper, they provide neither an implementation nor an evaluation. Even though practitioners emphasise the importance of schema testing [2], they neither recommend specific approaches nor suggest a means of comparing different techniques, in contrast to this paper.
In the context of using mutation analysis to compare test data, the detection of equivalent program mutants is considered to be generally undecidable [24]. Approaches using genetic algorithms [9], constraint-based testing [17] and coverage analysis [16] have been applied to detect some equivalent mutants. In addition, Hierons et al. explained how to use program slicing to reduce the effort needed to determine if a mutant is equivalent [25]. Applying it to the equivalent mutant problem, Hierons and Merayo have also presented an algorithm for detecting equivalence between pairs of probabilistic stochastic finite state machines [26]. Yet, while these methods may be adapted for databases, none of them currently handle relational database schema mutants. Finally, the term redundant mutant was previously used by Just et al. [10] to describe mutants that should be removed because they are always subsumed by other mutants. We use this term more generally, encompassing all of the mutants that are equivalent to other mutants.

VII. CONCLUSIONS AND FUTURE WORK

While mutation analysis can assess the quality of a test suite, mutation operators may generate ineffective (i.e., equivalent, redundant and quasi) mutants that both reduce the accuracy of the resulting mutation score and increase the associated computational and human costs. This paper presents methods that statically analyse a DBMS-independent abstract representation of a relational schema to identify and remove these mutants. To handle equivalent and redundant mutants, the presented technique looks for structural and behavioral equivalence patterns in the abstract representation. Removing quasi-mutants also involves static analysis of the representation to find foreign key constraints rejected by certain DBMSs.

Using 16 relational schemas, the two-phase empirical study highlighted the positive impact of removing ineffective mutants. The first phase showed that detecting quasi-mutants using static analysis, rather than direct interaction with the DBMS, was many orders of magnitudes faster for both HyperSQL and PostgreSQL, with savings of over 5 minutes in the best case. The second phase revealed that ineffective mutant removal is beneficial for the majority of schemas, with a mean savings of 1.6% and 11.8% for HyperSQL and PostgreSQL, respectively. In addition, removing ineffective mutants improves the accuracy of mutation analysis, increasing the mutation score in 75% of the cases, and revealing a mutation-adequate test suite in 44% of those cases, thus obviating the need for human inspection of the live mutants.

Aiming to further improve the efficiency and accuracy of mutation analysis, we intend, as part of future work, to investigate whether additional mutant equivalence patterns exist. In an effort to identify additional types of quasi mutants, we will also continue to study how different DBMSs implement the structured query language. Since direct DBMS interaction is useful for validating the presented static analyses, we will also explore optimisations for quasi-mutant detection that involve submitting only the mutated section of the schema. Using more relational schemas, we also plan to conduct additional experimental studies. Finally, we will explore the use of selective mutation to determine which operators may be omitted, thereby reducing the number of mutants to analyse without adversely affecting the accuracy of the mutation score. Overall, the combination of this paper’s ineffective mutant removal methods and the improvements completed during future work will yield an accurate and efficient way to assess the quality of relational schema test suites through mutation analysis.
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