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*RSM*: Response surface methodology

*SPOT*: Sequential parameter optimization toolbox

Successfully applied to many diverse problems!
Defaults or Tuned Values?
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Aiming to improve statement coverage
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<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>5</td>
<td>99</td>
</tr>
<tr>
<td>Chromosome Length</td>
<td>5</td>
<td>99</td>
</tr>
<tr>
<td>Rank Bias</td>
<td>1.01</td>
<td>1.99</td>
</tr>
<tr>
<td>Number of Mutations</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Max Initial Test Count</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Crossover Rate</td>
<td>0.01</td>
<td>0.99</td>
</tr>
<tr>
<td>Constant Pool Use Probability</td>
<td>0.01</td>
<td>0.99</td>
</tr>
<tr>
<td>Test Insertion Probability</td>
<td>0.01</td>
<td>0.99</td>
</tr>
</tbody>
</table>
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Vargha-Delaney effect size
<table>
<thead>
<tr>
<th>Category</th>
<th>Effect Size</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results Across Trials and Classes</td>
<td>0.5029</td>
<td>0.1045</td>
</tr>
<tr>
<td>No &quot;Easy&quot; and &quot;Hard&quot; Classes</td>
<td>0.5048</td>
<td>0.0314</td>
</tr>
</tbody>
</table>
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Using *lower-is-better* inverse statement coverage. Effect size *greater* than 0.5 means that tuning is *worse*. Testing shows we do not *always* reject the null hypothesis. Additional empirical results in the QSIC 2014 paper!
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Discussion

Tuning improved scores for 11 classes
Otherwise, same as or worse than defaults
A "soft floor" may exist for parameter tuning
Additional details in the QSIC 2014 paper!
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